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Source: http://langscape.umd.edu/map.php

Introduction: Need of Multilingual Models

Reference:  Pratik Joshi, Sebastin Santy, Amar Budhiraja, Kalika Bali, and Monojit Choudhury. 2020. The state and fate of linguistic diversity and inclusion in the NLP world. In Proceedings of the 58th Annual Meeting of the Association for 
Computational Linguistics, pages 6282–6293, Online. Association for Computational Linguistics.

● 7000+ spoken languages (https://www.ethnologue.com/)

● 95% of all languages in use today will never gain attraction online  (Andras Kornai)

http://langscape.umd.edu/map.php
https://www.ethnologue.com/
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Introduction: Efforts in Cross-lingual Research

XGLUE-Benchmark [1]

XTREME-Benchmark [2]

1. Supervision Transfer from high resource languages 
(mainly English) to low resource languages 

2. Modeling is mostly based on limited supervision 
setting (zero-shot and few-shot setting) 

3. Covers large set of languages and multiple tasks
4. New modeling techniques are developing every day

Reference:  [1] Liang, Yaobo, et al. "Xglue: A new benchmark dataset for cross-lingual pre-training, understanding and generation." arXiv preprint arXiv:2004.01401 (2020).
                      [2] Hu, Junjie, et al. "Xtreme: A massively multilingual multi-task benchmark for evaluating cross-lingual generalisation." International Conference on Machine Learning. PMLR, 2020.
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Introduction: Limitations and Hope

Limitations:  
➢ Supervision transfer is uneven across languages 

○ Leads to large performance gaps. 
➢ Cultural and linguistic differences are not considered in the modeling [3,4]

Reference:  [3] Guokun Lai, Barlas Oguz, Yiming Yang, and Veselin Stoyanov. 2019. Bridging the domain gap in cross-lingual document classification. CoRR, abs/1909.07009. 
                     [4] Damián Blasi, Antonios Anastasopoulos, and Graham Neubig. 2021. Systematic inequalities in language technology performance across the world’s languages. arXiv preprint arXiv:2110.06733.

Hope: 
➢ One active research direction is to learn shareable structures across multiple tasks with 

limited annotated data (Modeling with Meta-Learning algorithms)
○ Constraint: all tasks should share some common structure (or come from a task 

distribution)
➢ The world’s different languages follow this constraint

○ Came into existence with a common goal of communication, and share some 
structure. 

➢ We consider all the languages as tasks
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Hypothesis:  Meta-learning algorithm trained on typologically diverse 
languages (as training task) provide language-agnostic initialization 
for the zero-shot cross-lingual generation.

➢ We propose Meta-XNLG, a framework for effective cross-lingual 
transfer and generation based on Model-Agnostic Meta-Learning 
(MAML) algorithm.

➢  This is first attempt to study meta-learning techniques for 
cross-lingual natural language generation (XNLG). 

➢ Particularly, we focus on zero-shot XNLG for low-resource languages.

Introduction
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➢ Meta-learning or learning to learn[1] 
○ A learning paradigm 
○ Model is trained on diverse tasks (and learns structures) 
○ Quickly adapts to new tasks given a handful of examples.

➢ Among others, we focus on optimization-based algorithms, i.e., 
Model Agnostic Meta-Learning (MAML) due to its recent success.

Reference: [1] Yoshua Bengio, Samy Bengio, and Jocelyn Cloutier. 1990. Learning a synaptic learning rule. Citeseer.

Model-Agnostic Meta-Learning (MAML)
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Model-Agnostic Meta-Learning (MAML)

Slide Credit: Sergey Levine

Reference: [5]  Chelsea Finn, Pieter Abbeel, and Sergey Levine. 2017. Model-agnostic meta-learning for fast adaptation of deep networks. In International Conference on Machine Learning, pages 1126–1135. PMLR.
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Proposed Approach: Summary

1. Cluster the languages and find the centroid languages
2. Train MAML with centariod languages 
3. Evaluate the Trained MAML model with non-centroid languages in 

zero-shot setting while overcoming accidental translation problem
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Proposed Approach: Intuition

➢ Generalization Goals: Intra-cluster and Intra-cluster
○ Intra-cluster: Training with one central language (centroid) per 

cluster
○ Inter-cluster: Training with multiple centroid languages

➢ Number of clusters (meta-training language) Vs Generalization
○ Single cluster => over-generalization [fails to learn different 

typological structures]
○ Too many clusters => Many centroid languages => Many typological 

structures => learning distracted
○ Empirical evidence => Three clusters provide best Generalization
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Representation of Languages: 
1. Typologically Learned: Use typological information from linguistic 

knowledge-base like WALS [6]
2. Task-learned: Extract learned language tag representations from tasks 

like machine translation [7]
3. Multi-View: Fuse typologically learned and task-learned language 

representations using singular vector canonical correlation (SVCC) as 
proposed by Oncevay et al. (2020) [8]

Proposed Approach: Language Clustering

Reference:  [6]  Matthew S Dryer and Martin Haspelmath. 2013. The world atlas of language structures online
                      [7] Chaitanya Malaviya, Graham Neubig, and Patrick Littell. 2017. Learning language representations for typology prediction. In Proceedings of the 2017 Conference on Empirical Methods in Natural Language Processing, pages
                            2529–2535, Copenhagen, Denmark. Association for Computational Linguistics
                      [8] Arturo Oncevay, Barry Haddow, and Alexandra Birch. 2020. Bridging linguistic typology and multilingual machine translation with multi-view language representations. In Proceedings of the 2020 Conference on Empirical Methods
                            in Natural Language Processing (EMNLP), pages 2391–2406, Online. Association for Computational Linguistics.
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Proposed Approach: Language Clustering

Language

Clustering

➢ Given cluster  C = {L1, L2, . . . Lt} and d is cosine distance 
then the centroid language L∗ ∈ C is defined as: 
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Proposed Approach: Model Training

1. [Step-01] Selection of Base Pre-trained Model
2. [Step-02] Adaptive Unsupervised Pre-training
3. [Step-03] Fine-tuning on High Resource Language
4. [Step-04] Meta-Training with Low-resource Centroid Languages
5. [Step-05] Meta-adaptation for Zero-shot Evaluation
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Proposed Approach: Model Training

[Step-01] Selection of Base Pre-trained Model:
1. Model-agnostic
2. Use sequence-to-sequence multilingual pre-trained language
3. We use mT5
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Proposed Approach: Model Training

[Step-02] Adaptive Unsupervised Pre-training:
1. An adaptive pre-training step on top of mT5
2. Use mT5 denoising objective 
3. Mitigate Accidental Translation problem  
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Proposed Approach: Model Training

[Step-03] Fine-tuning on High Resource Language:
1. Task specific training with English dataset
2. The supervision will transfer from English
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Proposed Approach: Model Training

[Step-04] Meta-Training with Low-resource Centroid Languages:
1. Train MAML with centroid languages
2. Obtain meta-learned checkpoints  
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Proposed Approach: Model Training

[Step-05] Meta-adaptation for Zero-shot Evaluation:
1. Evaluate the meta-learned model with non-centroid languages
2. Evaluation is done in Zero-shot setting 
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Proposed Approach: Algorithm
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➢ In zero-shot setting, model suffers from ill-formed generation for 
unseen low-resource and problem is known as Accidental 
Translation (AT)

➢ Where model generates whole/part of the output in the fine-tuning 
language [9]  

➢ Aligned with catastrophic forgetting problem               

Avoiding Accidental Translations

Reference:  [9] Linting Xue, Noah Constant, Adam Roberts, Mihir Kale, Rami Al-Rfou, Aditya Siddhant, Aditya Barua, and Colin Raffel. 2021. mT5: A massively multilingual pre-trained text-to-text transformer. In Proceedings of the 2021
                           Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, pages 483–498, Online. Association for Computational Linguistics.
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ZmBART Model: ACL 2021

➢ Proposed unsupervised framework (ZmBART) 
to mitigate accidental translation/ Catastrophic 
Forgetting problem

➢ Enable zero-shot and few-shot target 
language generation

➢ Leverage mBART pre-trained Model. 
➢ Evaluated with 4 task and 3 languages 

ZmBART: An Unsupervised Cross-lingual Transfer Framework for Language Generation

Reference:  [10] Kaushal Kumar Maurya, Maunendra Sankar Desarkar, Yoshinobu Kano, and Kumari Deepshikha. 2021. Zmbart: An unsupervised cross-lingual transfer framework for language generation. In Findings of the Association for 
Computational Linguistics: ACL/IJCNLP 2021, Online Event, August 1-6, 2021, volume ACL/IJCNLP 2021 of Findings of ACL, pages 2804–2818. Association for Computational Linguistics.

➢ Proposed unsupervised framework (ZmBART) 
to mitigate accidental translation/ Catastrophic 
Forgetting problem

➢ Enable zero-shot and few-shot target 
language generation

➢ Leverage mBART pre-trained Model. 
➢ Evaluated with 4 task and 3 languages 
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Auxiliary Task: Adaptive Pre-training

“Given an input passage, generate few random sentences (called rand-summary) from the passage”

Data preparation steps for the auxiliary task are given below:
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1. Added Language Tag: <fxx><2xx>
2. Adaptive Unsupervised Pre-training
3. Freezing model Components: Freeze token 

embedding and all the parameters of decoder layers
                     

What Worked?
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Experimental Setup

Abstractive Text 
Summarization

 Question    
Generation 

XL-Sum

Wikilingua 

MLQA

XQuAD

TyDiQA 

English
Spanish 
Thai 
Spanish 
Gujarati 
Bengali 
Marathi 
Telugu 
Hindi 
Urdu
…
…
Korean

BLEU

ROUGE-L

Fluency

Relatedness

Correctness 

Two Tasks Five Datasets 30 Languages Five Evaluation Metrics

Automatic 
Evaluation Metrics

Human Evaluation 
Metrics
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● EnZmT5: Inspired from [10],  Direct fine-tuning + adaptive step

● FTZmT5: Inspired from [11],  fine-tune EnZmT5 with centroid 
          languages.

Baselines

Reference:  [10] Kaushal Kumar Maurya, Maunendra Sankar Desarkar, Yoshinobu Kano, and Kumari Deepshikha. 2021. Zmbart: An unsupervised cross-lingual transfer framework for language generation. In Findings of the Association for
                           Computational Linguistics: ACL/IJCNLP 2021, Online Event, August 1-6, 2021, volume ACL/IJCNLP 2021 of Findings of ACL, pages 2804–2818. Association for Computational Linguistics
                      [11] Mike Lewis, Marjan Ghazvininejad, Gargi Ghosh, Armen Aghajanyan, Sida Wang, and Luke Zettlemoyer. 2020a. Pre-training via paraphrasing.
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Results: Automatic Evaluation Scores

Xl-SUM

Wikilingua

MLQA

XQuAD TyDiQA
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Results: Human Evaluation Scores
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Results Analysis-I: Cross-lingual Transfer

Cosine distance between language tags obtained from EnZmT5 and Meta-XNLG 
for 10 languages from XL-Sum dataset. Dark color indicate higher cosine distance.
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Results Analysis-II:  Effect of Training Languages

● Zero-shot results on different training languages combinations of the XQuAD dataset.
● ’-’ indicates the language used in training, so scores are not zero-shot and not included.
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Conclusion

➢ We propose a novel Meta-XNLG framework based on 
meta-learning and language clustering for effective cross-lingual 
transfer and generation.

➢ This is the first study that uses meta-learning for zero-shot 
cross-lingual transfer and generation.

➢ The evaluations are done on two challenging tasks (ATS and QG), 
five publicly available datasets and 30 languages and consistent 
improvements are observed.

➢ In future, we will extend this study to more cross-lingual tasks and 
languages in the future.
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