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● Query Auto Completion (QAC): Recommend a 
list of relevant complete queries for partially 
typed search query (i.e. prefix)

● Helps in:
○ Saving keystrokes
○ System’s understanding of search intent
○ Assisting users in efficiently expressing 

their intent

Session: mountains images||caves 
images||mountainside caves||mountain 
caves||timber wolves
Prefix: wolf p
Correct Query: wolf poetry

Generations:
1. wolf poetry
2. wolf pictures
3. wolf photos
4. wolf pics
5. wolf picture
6. wolf photo
7. wolf prints
8. wolf print

          Sample from Bing Query log

PQAC: Personalized Query Auto-Completion
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Existing QAC Models: A Taxonomy

Ref: Tahery, Saedeh, and Saeed Farzi. "Customized query auto-completion and suggestion—A review." Information Systems 87 (2020): 101415.



+ Can model personalization
+ Generate suggestions for unseen 

prefixes

- For short-prefixes, suggestions are bad 
due to limited context

- Learn the generation biases from 
training dataset
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Trie/Ranking Models vs NLG Models

+ Suggestions are more meaningful as 
they come from user log

- No personalization
- Provide limited number of suggestions
- No suggestions for unseen prefixes 

Trie/Ranking Models NLG Models
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 Unseen and Short Prefixes in Bing Dataset

Char 
Length

Train Validation Test

Total Seen Unseen Total Seen Unseen Total Seen Unseen

Total 20.40M 17.86M 2.54M 100K 92.43K 7.57K 100K 92.80K 7.20K

[1-5] 9.10M 8.80M 0.30M 40.68K 40.39K 0.29K 40.19K 40.19K 0.27K

[6-10] 4.30M 4.10M 0.20M 21.40K 21.07K 0.33K 21.24K 21.24K 0.38K

10+ 7.00M 4.96M 2.04M 37.92K 30.97K 6.95K 31.34K 31.37K 6.55K

● Unseen prefixes are those for which completions are not present in Trie created from Bing query log 
dataset of 1.5 years. Corresponding dataset is unseen dataset.

● Dataset is collected from Jul 2020 to Dec 2021
● Approximately 12% examples do not have any suggestions from Trie
● Approximately 65% examples has prefix length less than 11 and approximately 44% has less than 6
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Factors to be Considered While Modeling
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● Personalization
○ Leverage user’s session or query log

● Trie Context
○ Consider the suggested completions from Trie

● Deployable Latency
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Problem Statement

Let previous n queries (earliest to latest order) in the current 
session s be {q1, q2, . . . , qn}. Current query is q, and p is the query 
prefix typed so far. 

There are up to m candidate query completions (top-ranked to 
low-ranked order) c1, c2, . . . , cm available as additional context e from a 
trie. 

Generate top-N query completions conditioned on current query 
prefix p, additional trie context e, and session information s i.e.,
                                              Pθ(q | p; e; s)
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Proposed Trie-NLG Model

Three Major Components of Trie-NLG 
● Trie Context Extraction (MPCMain) for seen prefixes
● Synthetic Context Extraction (MPCSynth) for unseen prefixes
● Context Augmentations in NLG (LLM)

Prefix:                   go
Clicked Query:    google.com

Prefix:                 kindle e-reader
Clicked Query:   kindle e-reader questionnaire

Example1: Short Prefix Example2: Unseen Prefix
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Trie Context Extraction (MPCMain)

Seen Prefix (Example: 'go')

   Bing Trie 
Lookup Tool

         Seen Completions:
               (1) google
               (2) google search
               (3) good

● Created by Microsoft with 
1.5 year’s query log data

● Based on trie data structure
● Obtain m most popular 

completions
● For unseen prefix, no 

completions reported 
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   Unseen Prefix: (Example: 'kindle e-reader')

   Suffix Trie 
Lookup Tool

   Unseen Completions:
        (1) kindle e-reader book
        (2) kindle e-reader price
        (3) kindle e-reader questions

- Provides synthetic
   completions  for
   Unseen prefixes 
Created from train
   datasets’ queries
- Work at n-gram level
- Called as suffix trie
   (MPCsynth) 

Synthetic Context Extraction (MPCSynth)

Example: Suffix Creation 

Input Query: University of west florida
Candidate Suffixes: 

1. florida
2. west florida
3. of west florida

Ref: Mitra, Bhaskar, and Nick Craswell. "Query auto-completion for rare prefixes." Proceedings of the 24th ACM international on CIKM 2015.

MPCSynth Elements

{ University of west : florida, University of : west 
florida, University : of west florida}
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Context Augmentations in NLG (LLM)

Prefix:               go
Clicked Query:  google.com

Prefix:               kindle e-reader
Clicked Query:  kindle e-reader questionnaireExample1: Short Prefix Example2: Unseen Prefix
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Experimental Setup: Evaluation Metrics
● Mean Reciprocal Rank (MRR) [From IR Literature]

● Bilingual Evaluation Understudy (BLEU) [From NLP Literature]

● BLEU Reciprocal Rank (BLEURR) [From IR+NLP]

1. MRR & RR_BLEU: Yadav, Nishant, et al. "Session-aware query auto-completion using extreme multi-label ranking." KDD 2021.
2.  BLEU: Papineni, Kishore, et al. "Bleu: a method for automatic evaluation of machine translation." ACL 2002.
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Experimental Setup: Datasets and Baselines 

Char 
Length

Bing Train AOL Train Validation

Total Seen Unseen Total Seen Unseen

Total 20.40M 17.86M 2.54M 3.91M 3.47 0.44M

[1-5] 9.10M 8.80M 0.30M 1.42M 1.42M 0.00M

[6-10] 4.30M 4.10M 0.20M 1.15M 1.11M 0.04M

10+ 7.00M 4.96M 2.04M 1.34M 0.94M 0.40M

● Multi-level pre-processing for AOL
● AOL unseen splits are obtained with Bing Trie
● For both datasets, there is each 100K val and test split

              Baselines
1. MPCTrain
2. MPCMain
3. MPCMain + MPCSynth
4. GRM
5. Seq2Seq LSTM
6. Seq2Seq Transformer
7. T5
8. BART
9. BART + ITC

10. BART + MPCMain
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Results: AOL Datasets

   Models AOL  ALL Dataset AOL Seen Dataset AOL Unseen Dataset

MRR BLEURR BLEU MRR BLEURR BLEU MRR  BLEURR BLEU

TrainMPC 20.6 5.4 15.25 23.2 6.1 19.49      -      -      -

TrainMPC + SynthMPC 31.3 12.0 40.10 23.2 6.1 19.49 95.2 58.7 95.66

TrieMPC 19.7 9.9 24.44 22.2 11.2 29.75      -      -      -

TrieMPC + SynthMPC 30.4 16.6 47.76 22.2 11.2 29.75 95.2 58.7 95.6

GRM 21.8 7.3 20.69 24.6 8.3 23.33      -      -      -

Seq2Seq LSTM 43.9 14.7 51.43 43.6 12.9 49.16 47.1 39.3 69.18

Seq2Seq Transformer 45.4 16.8 57.50 44.5 14.8 51.79 51.9 32.3 73.62

T5 48.1 17.4 59.63 46.6 15.2 53.42 59.5 34.6 77.18

BART 51.9 18.3 61.89 50.3 16.1 55.64 64.7 35.8 79.55

BART + ITC 50.7 18.3 61.55 49.1 16.0 55.29 63.5 35.9 79.24

BART +  MPCMain 53.2 18.6 62.48 51.8 16.4 56.58 64.1 35.6 79.21

Trie-NLG 56.5 19.3 66.63 52.0 16.5 56.56 92.1 41.2 94.62

(1) Unseen in only 
~11%
(2) The trie 
suggestions for 
Unseen prefixed is 
limited for NLG 
models 
(3) Synth MPC 
results in better 
context for MPC 
models
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Results: Bing Datasets

   Models Bing  ALL Dataset Bing Seen Dataset Bing Unseen Dataset

∆MRR ∆BLEURR ∆BLEU ∆MRR ∆BLEURR ∆BLEU ∆MRR  ∆BLEURR ∆BLEU

TrainMPC -7.90 -19.87 -24.64 0.00 0.00 0.00     -     -     -

TrieMPC -0.11 36.61 26.38 8.49 70.38 63.68     -     -     -

TrieMPC + SynthMPC 7.78 56.42 47.01 8.49 70.38 63.68 0.00 0.00 0.00

GRM -1.43 -5.32 -5.51 4.30 19.02 16.58     -     -     -

Seq2Seq LSTM 9.61 39.30 56.78 10.24 44.02 72.20 5.34 16.61 91.45

Seq2Seq Transformer 15.74 54.22 76.16 18.24 55.07 82.46 10.53 24.20 99.29

T5 20.78 61.81 78.70 20.76 70.83 85.13 21.60 27.33 103.9

BART 36.73 73.47 91.09 36.95 84.51 100.4 34.53 29.03 110.3

BART + ITC 31.66 71.43 88.72 31.58 81.97 96.84 33.05 29.12 111.0

BART +  MPCMain 54.12 86.77 110.7 56.14 101.3 129.0 34.10 28.04 110.8

Trie-NLG 56.78 88.26 114.5 56.56 101.9 130.0 59.7 33.0 123.0

Percentage (%)
Improvement over
TrainMPC + SynthMPC
Baseline model



20

Results: Short Prefixes
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Analysis: Case Study
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Other Analyses

● Ablation Study
● Trie Completion Retention Analysis

○ Number of examples where t trie completions were 
retained in the Trie-NLG

○ Trie retention wrt to position
● Runtime Analysis



● We motivated the need for incorporating both popularity signals from 
tries and personalization signals from session to develop effective 
PQAC model, especially for short and unseen prefixes.

● We proposed a novel architecture, Trie-NLG, this is the first attempt of 
Trie knowledge augmentation in NLG models for personalized QAC. 

● Achieved SOTA performance on two real prefix-to-query click behaviour 
QAC datasets from Bing and AOL.
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Thank You
{Problem definition, Related Work,  Methodology, Results, Contributions}

Contact us:
    cs18resch11003@iith.ac.in 
    nlip@cse.iith.ac.in
    https://nlip-lab.github.io/
    https://kaushal0494.github.io/ 
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