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Task Definition

Distractor Generation: The task of generating
wmcorrect options for reading comprehension MCQ.

Question

One correct answer
One/more incorrect answer(s)

Task: Generation of long, coherent and grammatically
correct wrong options given a triplet <article, question,

correct answer >.



Task Definition

Distractor Generation: The task of generating
incorrect options for reading comprehension MCQ.

O

Task: Generation of long, coherent and grammatically
correct wrong options given a triplet <article, question,
correct answer >.



Considerations while generating distractors

O

Generated distractors

Should be in the context of the question
Should be semantically related to the answer

Should not be semantically equivalent to the answer
Should not be exactly same with each other
Should not be very different from each other.

Generate all distractors simultaneously



O

Applications:

1.

The distractor generation system can be utilized for
educational purposes in language learning assessment

As reverse task, the system can also be used to
automatically create annotated datasets to push research
in reading comprehension and Q& A systems [1]

The variant of the proposed model can be used to generate
different utterances in conversational systems



Problems with Existing Approaches:

1. Existing methods use Jaccard similarity over a pool of
candidate distractors to sample the distractors.

O This often makes the generated distractors oo obvious
or not relevant to the question context [2].

2. Some approaches did not consider the answer in the model.
o This caused the generated distractors to be either
answer-revealing or semantically equivalent to the
answer [3].



Imitating Human Approach:

Two step approach:

1. Search for article sentences that are in context with the

O question

2. Avoid sentences which are semantically equivalent to the
answer.

The resultant sentences are potential candidates for distractor
generation.



Our Contribution:

1. 'We propose a novel Hierarchical Multi-Decoder Network
(HMD-Net) to tackle the task of automated distractor generation

2. We release a new high-quality distractor generation dataset
RACE-++ DG prepared from RACE+-+ dataset by leveraging
contextual similarities

3. We introduce a novel dis-similarity loss in HMD-Net for
distractor generation and a new BERT [4] cosine similarity
(BERT-CS) based metric for automated evaluation.



Problem Statement:

Our aim to generate D, D, and D, given the triplet <S, @, 4>

O D; = arg max logP(D;|S, Q, A; 0;)
D;

Where, P(D;|S, 0, A; ;) conditional log-likelihood of i*" distractor



Architectural Diagram of HMD-Net:

SoftSel Operation, Average

Pooling and Gated Mechanism
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Distractor Hierarchical Encoder:

O

Input: Triplet <article, question, answer >
Output: Article sentence representation, Kach token representation
of components of triplet, and softsel matching score (SSMS)

Steps:

B~ Q0 DN =

Softsel operation [4] for Evidence Encoding
Average pooling (AP)

Gated Contextual Representation(RCR) [4]
Softsel Matching Score
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.............................

Softsel Operations: . -
E > éé > %g'
1. It encodes the most relevant aspects of a E -
sequence to another sequence. h
2. The input to SoftSel operation are two )
sequences, and output is an encoded SoftSel Operation

sequence Here, h,and h, are input sequence. For example h,

can be sequence of question tokens
representation

Three Steps:

1. Cartesian Similarity: It is obtained for given two input sequences h, and h, across
all possible states (i.e. token’s representation)

2.  Row-wise Softmax: Applied softmax over rows of cartesian similarity scores.

3.  Weighted Sum: A weighted sum of second sequence h, is encoded at given state of
first sequence h,. For given state of first sequence this representation encodes the
most influential parts of the second sequence. 12



Encoder Flow Diagram:
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Softsel Matching Score:
mi; = AqsiTWZqF — Aa(siTWZap - siTWanp - siTWZaqF) + b,

O e We used three evidence encoding representations for answer and
one for question to ensure that the generated distractors should
not be semantically equivalent to the answer

e m. is score for i'" sentence of the article which indicate that how
potential i'" sentence is for distractor generation
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Distractor Hierarchical Multi-Decoder:

OO

2.
3.

Input: SSMS and article

Output: Three distractors

Utilized hierarchical articale sentence
representation

Question Context Initialization:
1.

Used a separate uni-directional LSTM
layer to encode the question

Use the last token of question i.e., q, .
Employed final cell state and hidden state
of LSTM to initialize each decoder

|

Decoder-3

J

Initialization
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For given decoder, the learned and penalise the attention scores
for other decoders. For example attention equation for decoder

three is:
att3 = att3 - (A, * attl) - (A, * att2)

Used three attention scores

i). o: standard word-attention scores
ii). P: Sentence attention score

iii). n: SSMS

aﬁ; ﬂf" ni

di pd
Zl} (li.;‘Bi . i

. ~dr _
final attention score  &;; =
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Dis-Similarity Function [3]:

1. Feed ground truth distractor to uni-directional LSTM and find last hidden state h
2. Collected the last hidden state representation from each decoder i.e. h,, h, and h
3. Find a cosine similarity score

d1’

ds, = cos(hgt, h,)

O

Training Loss:

3
L= Z = logP(Dy|S, Q. A; 0,) — Ay = (1 —ds;)
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Datasets:

1. Used two datasets: RACE DG [2] and RACE ++ DG
RACE DG was available where RACE4-+ DG has been prepared by us
3. RACE-H-+ DG preparation Steps
i). Removed distractors like distractors like ’all of the above,’
‘option a and option b are correct, etc.
ii). Distractor, question, and answer should have a minimum

length of three.
O iii). Removed questions with fill in the blanks are at the beginning or in
the middle of the question.

A\

. ) o ] Parameters RACE DG RACE++ DG
IV) - Used BERT cosine Slmllal"lty Total no. of train samples 96501 135321
to extract semantically relevant Total no. of dev samples 12089 16915
triplet and distractors Total no. of test samples 12284 16915
Avg. article length (tokens) 342.0 3423
Avg. question length 9.76 10.9
Avg. answer length 8.63 8.00
Avg. distractor length 8.48 7.68
Avg. sentences length (in article) 19.9 19.6
Avg. no. of distractors per triplet 2.1 23

18



Sample Data Records (From RACE DG):

Article-1

The healthy habits survey shows that only about one-third of
american seniors have correct habits. Here are some findings and
expert advice. 1. how many times did you brush your teeth
yesterday? Finding: a full 33 % of seniors brush their teeth only
once a day. step: remove the 300 types of bacteria in your mouth
each morning with a battery operated toothbrush. Brush gently for 2
minutes, at least twice a day. 2. how many times did you wash your
hands or bathe yesterday? Finding: seniors, on average, bathe
fewer than 3 days a week. And nearly 30% wash their hands only 4
times a day- half of the number doctors recommend. step: We touch
our faces around 3,000 times a day- often inviting germs to enter
our mouth, nose, and eyes. Use toilet paper to avoid touching the
door handle. And, most important, wash your hands often with hot
running water and soap for 20 seconds. 3. how often do you think
about fighting germs? Finding: Seniors are not fighting germs as
well as they should. step: be aware of germs. Do you know it is not
your toilet but your kitchen sponge that can carry more germs than
anything else? to kill these germs, keep your sponge in the
microwave for 10 seconds.

Article-2

At east china university of science and technology, students will get a
coupon if they eat up their food. Students can collect coupons and
exchange them for small gifts, such as books, magazines, mobile
phone covers and hand warmers. It 's been such a surprise, said liang
zahaoyun, 19, a student at the university in shanghai. It has given us
one more motivation to finish our food. The measure is part of a
national eat-up campaign which is organized by students to deal with
food waste on campuses. Why only on campuses, you might ask?
Because according to a report by xinhna news agency, students waste
twice as much food as the national average. The campaign on campus
food waste is receiving attention across the country. The aim of the
campaign is not only to encourage students to finish their food. We
hope it can also encourage students to choose a more environment -
friendly and healthy lifestyle, said tao siliang, secretary of the youth
league committee at shanghai university. But some school food is
poorly prepared, so students do not like to finish it all. Some schools
have taken notice of this and they are taking measures to improve it. |
'm glad that we've reduced food waste since the' eat-up 'campaign
began. But if we call on students to waste less food, we should also
improve the service and food standard on campuses. Said tao.

Question: Doctors suggest that people should wash their hands
Answer: Eight times a day

Distractor: Four times a day

Question: The best title for this passage may be
Answer: Eat - up campaign on campus

Distractor: reduce waste on campus
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Methods Compared :

Sequence-to-sequence [6] model

Hierarchical to Encode-Decoder (HRED) model [7]

Hierarchical Static Attention (HSA) model [2]

Hierarchical Co-Attention (HCA) model [3]

Static Attn + Multi-Decoder (SMD) model

Encoder of HMD-Net + Decoder of HSA (EHMD-+DHSA) model

SY Ul i LW DN =

O

Note: Three other models are implemented by adding linguistic
features (LF) and BERT

1. HMD-Net++LF

2. HMD-Net4BERT

3. EHMD+4-DHSA4BERT

20



Evaluation Metries :

O

Automatic Evaluation Metrics

BLEU 1-4 [8]

ROUGE-L [9]

METEOR [10]
Embedding Average [11]
Greedy Match [12]

Vector Extrema Score [13]
BERT-CS

Manual Evaluation Metrics

1.
2.

Comparative Study
Quantitative Study

i). Grammatical Correctness
(how grammatically correct the
distractors are?)

ii). Distractibility (ow confusing
the distractors are?)

21



Automatic Evaluation Results (on RACE DG) :

Models BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-L METEOR  EmbdAvg  G.Match Ext.Score BERT-CS
1st  Seq2Seq [17] 2528 1243 7.2 452 13.58 3 . 3 3 i
HRED" [25] 27.96 1441 9.05 6.35 14.68 8 3 2 5 -
HSA* [5] 2818 1457 9.9 6.43 14.89 = - z = z
HCA [31] 2865 1515  9.77 7.01 15.39 = = 2 = -
EHMD+DHSA 2825 1452 934 6.66 24.03 1076 0.569 £0.00006 25304 00004 0357 +0.00005 0813
SMD 2878 1560 1012 7.26 25.59 11.22 0574 0.0006  2.585+ 0.0004  0.362 +0.00005  0.817
HMD-Net 2926 1616 1016  7.66 25.78 1158  0.582+0.00006 26194 00004 0367 +0.00005 0818
HMD-Net+ LF 2980 1631 1064 7.57 26.31 1156  0.581+0.00006 2629+ 0.0004 0367 +0.00005 0823
EHMD+DHSA+BERT 2944 1602 1006 6.6 25.04 11.08  0.586 +0.00005 26104 0.0004 0364 +0.00005 0823
HMD-Net+ BERT 3099  17.30 1109 752 26.50 1207 0591 +0.00005 2.667 + 0.0004 0.370 + 0.00005 0.823
Znd  SeqZSeq [17) 2513 1202 6.56 3.93 13.20 - - - - -
HRED* [25] 2785 1339 7.89 5.22 14.48 - i i - -
HSA* [5] 2785 1341 7.87 517 14.41 . i = . .
HCA [31] 2729 1357 819 5.51 14.85 3 . 5 3 2
EHMD+DHSA 2741 1347 7.9 5.27 22.75 1041 0.563 +£0.00006 2455+ 00004  0.352 +0.00005 0812
SMD 2817 1462 8.9 6.00 24.15 1082 0.570 £0.00006 2519+ 0.0004  0.355% 0.00005  0.814
HMD-Net 2884 1506 9.29 6.37 24.79 1115 0.580+0.00006 2591 00004 0364+ 0.00005 0818
HMD-Net + LF 2919 1533 9.34 6.23 24.90 1127 0.583 £0.00006 2595+ 0.0004  0.366 +0.00005  0.820
EHMD+DHSA+BERT  30.16 15.9 9.68 6.19 24.05 1129 0.583 +£0.00005 25354 00003 0359 +0.00004 0823
HMD-Net + BERT 3093 1689 1064  7.10 25.76 1196  0.595 +0.00005 2.646 + 0.0004 0.368 + 0.00005 0.826
3rd  Seq2Seq [17) 2534 1153 594 333 13.23 2 E B = Z
HRED* [25] 2673 1255 721 458 14.86 = - 3 &
HSA* [5] 2693 1262 7.25 459 14.72 - - - - -
HCA [31] 2664 1267 7.42 4388 15.08 - i . - -
EHMD+DHSA 2693 1297 732 456 2231 1029 0.560 +0.00005 2416+ 0.0003  0.352 +0.00005  0.811
SMD 2750 1369 7.90 5.01 23.38 1039 0.562 +0.00006 2463+ 0.0004  0.350 +0.00005 0813
HMD-Net 2764 1398  8.22 5.33 23.42 1053 0.572+0.00006 2526+ 0.0004  0.356 000005  0.815
HMD-Net + LF 2009 1464  8.63 5.60 24.63 1099 0.580 +0.00005 25404 0.0004  0.360 +0.00005 0819
EHMD+DHSA+BERT 2962 1547 952 6.18 23.93 1127 0.5850.00005 2513+ 00003 0.359 000004 0823
HMD-Net + BERT 2970 1595  9.74 6.21 24.91 1137  0.584 +0.00005 2.614 + 0.0004 0.363 + 0.00005 0.824
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[ ] [ ]
Automatic Evaluation Results (on RACE DG) :
[ ]
Models BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-L METEOR Embd Avg G. Match Ext.Score BERT-CS
1st EHMD+DHSA 32.68 18.62 1241 8.96 31.23 12.3 0.5713 + 0.00005 2.4006 + 0.0003 0.3649 + 0.00004 0.8395
SMD 33.18 18.45 11.43 7.36 3248 12.53 0.5854 + 0.00005  2.62 + 0.0003 0.3770 £ 0.00004 0.8424
HMD-Net 33.37 18.61 11.64 7.66 32.29 12.49 0.5877 + 0.00005 2.6689 + 0.0003 0.3766 + 0.00004 0.8419
HMD-Net+ LF 33.45 18.81 11.87 7.93 3218 12.54 0.5826 + 0.00005 2.6641 + 0.0003 0.3762 + 0.00004 0.8429
EHMD+DHSA+BERT 33.57 19.38 1279 8.96 31.81 12.44 0.5848 + 0.00004  2.6624 + 0.0003 0.3710 + 0.00004 0.8444
HMD-Net+ BERT 34.58 20.26 13.54 9.66 32.24 12.85 0.5939 + 0.00005 2.6904 + 0.0003 0.3782 + 0.00004 0.8452
2nd EHMD+DHSA 31.46 16.5 10.1 6.65 28.69 11.58 0.5656 + 0.00005  2.3023 + 0.0003 0.3540 + 0.00004 0.8371
SMD 3242 17.29 10.36 6.54 30.41 12.09 0.5774 + 0.00005 2.5257 + 0.0003 0.3684 + 0.00004 0.8422
HMD-Net 33.99 17.62 10.42 6.45 30.49 12.23 0.5839+/- 0.00005 2.5756 + 0.0003 0.3709 + 0.00004 0.8423
HMD-Net + LF 33.26 18.03 10.79 6.81 31.01 12.37 0.5846 + 0.00005  2.6099 + 0.0003 0.3763 + 0.00004 0.8426
EHMD+DHSA+BERT 33.47 18.83 12.28 8.5 29.51 12.21 0.5838 + 0.00004 2.6248 + 0.0002 0.3642 + 0.00004 0.8425
HMD-Net + BERT 34.01 19.53 12.83 9.02 30.86 12.51 0.5953 + 0.00004 2.6554 + 0.0003 0.3763 + 0.00004 0.8430
3rd EHMD+DHSA 31.27 15.85 9.38 6.05 27.67 11.49 0.5698 + 0.00005  2.2752 + 0.0002 0.3533 + 0.00004 0.8362
SMD 31.73 16.39 9.42 572 29.85 11.73 0.5794 + 0.00005 2.483 + 0.0003 0.3682 + 0.00004 0.8376
HMD-Net 32.14 16.67 9.55 5.69 29.75 11.95 0.5864 + 0.00004  2.5196 + 0.0003 0.3683 + 0.00004 0.8369
HMD-Net + LF 31.89 16.89 9.85 6.07 29.75 11.95 0.5736 + 0.00005 2.5819 + 0.0003 0.3653 + 0.00004 0.8380
EHMD+DHSA+BERT 33.26 18.59 12.05 8.32 29.12 12.14 0.5817 + 0.00004 25675 + 0.0002 0.3635 + 0.00004 0.8401
HMD-Net + BERT 33.29 18.84 12.28 8.52 29.87 12.17 0.5881 + 0.00005 2.6214 + 0.0002 0.3690 + 0.00004 0.8400
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Manual Evaluation Approach:

1. Comparative Study: Which of the proposed models is performing
the best?

i). 30 annotators, 3 annotator-sets (each size 10), and 120 questions

from 40 articles (three questions from each article)
ii). Along with article and question four model outputs are given (SMD,

O HMD-Net, HMD-Net--LF, and HMD-Net--BERT )

iii). Annotators to select the most closest distractible answer

2. Quantitative Study: What is the quality of the generated text?

i). Considered large evaluation dataset over six models

ii). 14 annotators, 2 annotator-sets (each size 7), and 350 questions
from 117 articles (approx three questions from each article)

iii). Models are: SMD, HMD-Net, HMD-Net-+LF, EHMD-+DSHA,
EHMD+DSHA+BERT and HMD-Net+BERT

iv). Rate grammatical correctness and distractibility on scale of 1-5 (1 is

very bad and 5 is very good)
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Manual Evaluation Results:

Models Annot-setl  Annot-set2
EHMD+DHSA 4.007 3.298
SMD 4.058 3.894
GC HMD-Net 3.780 3.747
Models Annot-setl Annot-set2 Annot-set3 HMD-Net+LF 4061 3.088
SMD 24 27 25 EHMD+DHSA+BERT 4.054 4.071
HMD-Net 25 26 27 HMD-Net+BERT 4.155 3.982

HMD-Net + LF 34 30 33

HMD-Net + BERT 37 37 g8 EHMD+DHSA 2.431 2.557
SMD 2.567 2.457
DA HMD-Net 2.522 2.491
Comparative Study Results HMD-Net+LF 2.680 2.560
EHMD+DHSA+BERT 2.661 2.752
HMD-Net+BERT 2.752 2.634

Quantitative Study Results




L] [ ]
Model Components and Output Verifications
Models BLEU-1 BLEU-2 BLEU-3 BLEU-4 ROUGE-L METEOR
Full HMD-Net Model 29.26 16.16 10.16 7.66 25.78 11.58
Without EEL (with CR) 28.60 15.17 9.68 6.90 25.15 10.96
Without CR (with EEL) 29.15 15.71 10.20 7.27 25.62 11.40
*Without CER 28.86 15.46 9.96 7:15 25.38 11.11
Without h_aq & h_qa 28.92 15.89 10.39 7.50 25.56 11.44
Without DSL 28.35 15.24 9.91 7.05 25.39 10.96
With last two Question tokens in QCI ~ 20.90 9.38 5.45 3.50 17.45 8.24

Ablation Study Results

Models Dist1-Dist2 Dist1-Dist3 Dist2-Dist3
SMD 0.200 0.191 0.216
HMD-Net 0.221 0.210 0.236
HMD-Net + LF 0.215 0.219 0.201
HMD-Net + BERT 0.264 0.251 0.246

Inter-distractor Similarity Test




Case Study: Demo

1. Ole bull was a very famous violinist from norway. He really liked to play the violin:
52 But his father thought that playing the violin was not useful E
53 So his father sent him to university to study E
54 However, playing the violin was his dream :
_____________________________________________________________ -
i
15. He did n't want to give up his dream E
16. So he left university before he finished his studies and spent all his time and E
i energy practicing the violin. i
57. Unfortunately, his violin teacher was not very good. E
18. So when it was time for him to start his concert tour, he still couldn't play the E
i volnverywell. 2
19. Therefore, a milan newspaper critic criticized him and said that he was an 5
i untrained violinist. i
110. When facing this kind of problem, some people may become very angry E
i and some people try to learn from it. :
111. Fortunately, ole bull belonged to the second group. He went to the newspaper E
i office and found the critic. :
112. Instead of being angry, he talked about his mistakes with the man and i
i __listened to the man's advice. :
e e e
113. After he met the critic, he gave up the rest of his concerts. Then he went back i
i to practice the violin with the help of good teachers. :
.14 In the end, he got great success when he was only 26. He also became one E
'

i of the most famous violinists in the world.

Article Sentences (few non-important sentences are merged for better view)

5

The Distribution of
SS Matching Score

1]

{Question: Why didn't ole bull's father like him to play the piano?
{Answer: Because he thought playing the violin was useless.

]

|

{True Distractors:

i1). Because playing the violin would cost lots of money.

12). Because the violin was not good.

|:3). Because he didn't like to play the violin.

1

|Generated Distractors

i1). Because playing the violin couldn't make his dream come true.
12). Because he couldn't play the violin well.

13). Because violin teacher was not good.

So when it was.. tour he still couldn't play the violin very well

BT I
However playing the violin as his dream
sren o 0 o B 1 p i

M meepesgesemeep e e g —————————

S N | . I ______ I ______ lll

‘Unfortunately his violin teacher was not very
1

Word-level attention distribution across three decoders at decoding time

steps 't,' (after word "Because™ )
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Conclusion and Future Work

O

We presented a data driven approach to generate long and
high-quality distractors for reading comprehension MCQ. We
exploited the rich interaction among question, answer and passage
using SoftSel operation and Gated Mechanism at the encoder side
and used three separate decoder in the decoder side.

In future, we will develop an approach where any number of
in-context and non-answer- revealing distractors can be generated
using a single decoder.
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