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Introduction

● Generating diverse and semantically similar multiple outputs in 
natural language generation (NLG) is an important and challenging 
task

● Well studies as a sequence-to-sequence learning problem for 
example paraphrase generation, machine translation, question 
generation, text summarization and so on.

● We consider the problem generating diverse headlines given a 
single news article.

● This may attract different sets of audiences and increase the 
consumption of the news



4

Problem Statement

Given a news article, the goal is to generate semantically similar, 
grammatically coherent, fluent and diverse headlines.

Formally, given a news article x, the goal is to model the 
conditional distribution for k target outputs p(yk|x) with valid 
mappings x → y1, . . . , x → yk where {y1, y2, . . . , yk} should be 
diverse.
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Proposed Model
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Theme and General keywords Extraction 

General Keywords: Cluster-specific most attentive (non-theme )             
keywords.

Theme Keywords: Most-attentive common across all the 
clusters.

Intuition: The theme keywords and general keywords guide 
generations towards semantically similar and diverse headlines, 
respectively.   
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Theme and General keywords Extraction 
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Experimental Setup: MRHead Dataset
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Results: Automated and Human Evaluation
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Results: Sample Generations
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Conclusion

● This work, present a novel task and dataset for diverse headline 
generation.

● We also propose a strong a self-attention based clustering 
approach to extract theme and general keywords that guide the 
pre-trained encoder-decoder model to generate diverse headlines.

● The model consistently outperforms all baseline models on both 
automated and human evaluation metrics, while maintaining 
diversity as a key criterion.

● In future we will extend this to multiple tasks.
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Thank You!!!
                             Questions????

To know more about my research you can check my website: https://kaushal0494.github.io/
                                            
                                                    https://www.linkedin.com/in/kaushal-kumar-maurya-73016773/
 
                                                    https://twitter.com/KaushalMaurya94

                                                    https://github.com/kaushal0494 
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