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Introduction Proposed Unified Evaluation Taxonomy Summary of the Result
Key Learning Science Principles Computational Dimensions
Tutor Mistake ldentification Mistake Location Revealing of the Answer Providing Guidance Actionability Coherence Tutor Tone Human-likeness
é -~ A B _ *Novice 43.33 16.67 80.00 11.67 1.67 50.00 90.00 35.00
s Providing guidance Expert 76.04 63.02 90.62 67.19 76.04 7917 9219 87.50
_ _ Llama-3.1-8B 80.21 54.69 73.96 45.31 4271 80.73 19.79 93.75
l : : " Encourage active learning » Not revealing the answer immediately Phi3 28.65 26.04 73.96 17.71 11.98 39.58 4531 52.08
B What is the name of a 5 sided polygon* Gemini 63.02 39.58 67.71 37.50 4271 56.77  21.88 68.23
Adapt to students’ goals and needs Mistral 93.23 73.44 86.46 63.54 70.31 86.98 15.10 95.31
. . GPT-4 94.27 84.38 53.12 76.04 46.35 90.17 37.50 89.62
Tutor Mistake location Llama-3.1-405B 94.27 84.38 80.73 77.08 74.48 91.67 1615 90.62
a octogon Ma?age cc_zcgniti\lffutoad and enhance Coherence
—a metacognitive skills :
9% Student ) Actionability Tutor Observation .
T _ GPT-4 Reveals the answer too quickly
Foster motivation and stimulate —¥ Tutor tone . .
‘ LLMA ‘ SuiTEsTy Sonnet Focuses on human-likeness and an encouraging tone
Human-likeness Gemini Delivers less coherent and accurate responses
Try to recheck your answer o ” | Phi3 Fails to understand the context, performing the worst
Dimension Definition | N | Desiderata Llama-3.1-405B | Achieves the best performance but lacks high scores along many dimensions
| Mistake identification | Has the tutor identified/recognized a mistake in a student’s response? Yes . Provid b d <hort
LLM2 | Mistake location Does the tutor’s response accurately point to a genuine mistake and its location? Yes Novice (Human) |Provides ambiguous ?ﬂ S . Qr rESponses . .
A o Revealing of the answer | Does the tutor reveal the final answer (whether correct or not)? No Expert (Human) Focuses more on achonabﬂlty and less on other dimensions
& ylebl Silier L . Does the tutor offer correct and relevant guidance, such as an explanation,
Providing guidance ) : Yes
elaboration, hint, examples, and so on?
4 e | Actionability s it clear fr)om the tutor's feedback What thg student shoulfj do ngxt. Yes Contributions and Take-aways
| Coherence s the tutor’s response logically consistent with the student’s previous responses? Yes
Great try! an octagon has 8 sides. Think 'penta’ Tutor tone s the tutor’s response encouraging, neutral, or offensive? Encouraging , . . : . . .
for five, like 'octa’ for eight. Human-likeness Does the tutor’s response sound natural rather than robotic or artificial? Yes * Unified evaluation taxonomy based‘on learning science principles (8 dimensions)
= Released MRBench: 192 conversations, 1,596 responses from /7 LLM-based and 2 human
Dimension TP'22| MA'23|WA'24 DA'24 Ours tutors + human annotations
Mistake identification v v | X |/ |/ = |nvestigated pedagogical abilities of LLMs as Al tutors from human perspective - there is a
Mistake location X X X v v Iong way to o0
Revealing of the answer| X v X X v = [ M | e f liabl
] ] Providing guidance V4 X V4 X V4 aS €Vvd uatorJu gec — SO Tar, unreianlie
Research Objectives Actionability X | X | X |/ 1V
Coherence X v X X v
= RQ1: To what extent do LLM-powered Al tutors exhibit the pedagogical competencies Tutor tone 5 § j § j Want to read full paper?
essential for effective Al tutoring? Human-likeness
* RQ2: What are the key pedagogical attributes of an effective tutor? Evaluation dimensions considered in previous research on Al tutoring for student mistake remediation. TP'22 refer
to [3], MA'23 - 2], WA'24 - [4], and DA'24 - [1].
Setup: Annotation and MRBencH Data Preparation
Research Space: Student Mistake Remediation Task [=]: %
) BEA Shared Task 2025
\ /-[ MRBench Preparation J ~N
f . . . ) /{ Annotation Team J -
Consider the conversation history between a tutor and a student: o Preprocessed two public datasets: References
Bridge (60 dialogues) & MathDial
H = {(T17 Sl)) <T27 512)’ e (Ttp St)} e 4 annotators (2 male & 2 female) (132 dialogues)
. . d Post.—grad.uate dggree in CSE e 7 LLM Tutors: GPT-4, Gemini, Sonnet,
where T; and S; denote the i-th responses from the tutor and student, respectively. e Proficient in English Mistral, LLaMA-3.1-8B, [1] Nico Daheim, Jakub Macina, Manu Kapur, Iryna Gurevych, and Mrinmaya Sachan,
et Sk represent the student’s most recent k utterances, where k & [1, Cee t], con- e Private annotation setup (no public LLaMA-3.1-405B, Phi-3 _ Stepwise veri'ﬁca.h'on a.nd remediation of student reasoning errors with large language model tutors.
T T Y platforms used for quality control) e 2 Human Tutors: Expert & Novice In EMNLP, Miami, Florida, USA, November 2024.
NI | . ini i ize:
5 . . . P . . ) e Training & testing phase for each * BfnchgazriS;z(iLM e (2] Jakub Macina, Nico Daheim, Sankalan Chowdhury, Tanmay Sinha, Manu Kapur, Iryna Gurevych, and Mrinmaya Sachan.
The objectlve is to assess the pedagoglcal approprlateness of the human/Al tutor’s annotgtor _ _ > MathDial: A dialogue tutoring dataset with rich pedagogical properties grounded in math reasoning problems.
response T} 1, which aims to address and rectify the issue in S;. * Teaching experience notrequired, et kbl In Findings of EMNLP 2023, Singapore, December 2023.
L ’ ) but basic understanding of middle ° 2 - 1( BIIEE (ESBEIISES, ) -
school math should be good S el [3] Anais Tack and Chris Piech.
L ) e Total: 192 dialogues & 1,596 The Al teacher test: Measuring the pedagogical ability of blender and GPT-3 in educational dialogues.
N fEs RIS ) In Proceedings Educational Data Mining, EDM 2022, Durham, UK, July 24-27, 2022, 2022.

4] Rose Wang, Qingyang Zhang, Carly Robinson, Susanna Loeb, and Dorottya Demszky.
Bridging the novice-expert gap via models of decision-making: A case study on remediating math mistakes.

= Conducted validation pilot Study In NAACL, pages 2174-2199, 2024.
= Metrics: DAMR & AC || LLM as Judge: Prometheus2 & Llama-3.1-8B
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